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ABSTRACT

Economy of a nation depends upon the agricultural productivity, Iden-
tification of plant diseases is important for preventing losses in productivity
and improving the quality of agricultural product.Traditional methods require
human resource for visually observing changes in the plant leaf patterns and
diagnose the disease. Traditional method consumes more time. In Big agri-
cultural lands, detection of plant diseases at an early stage will reduce the
loss in productivity, by using automated techniques.

Image processing algorithms are developed to detect plant diseases by iden-
tifying the color feature of the affected leaf area. Database is created which
consists of trained dataset and test dataset, the test dataset is compared
against the trained dataset using image processing techniques. The proposed
system consists of image acquisition in which the cotton leaf images are taken
using a digital camera and resized to 256x256 image size. In the pre-processing
stage contrast is enhanced to make the texture of the image more significant
for further analysis. Image segmentation is done to segment the diseased part
of the leaf from the healthy part using k-means clustering algorithm. Feature
extraction is performed to extract features such as Contrast, Energy, Homo-
geneity and Correlation. SVM classification is done to classify whether the
image is healthy or diseased, also the percentage of disease spread is calcu-
lated, and further ANN classifier is used to perform the same function based
on the performance of both classifiers we can conclude which classifier gives
accurate results.
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Chapter 1

1 Introduction

1.1 Introduction of the proposed system

A Country’s economic development depends upon the fertility of the agricul-
tural land and productivity, Majority of the population are depended on the
agriculture. Due to changes in the environmental conditions such as temper-
ature, rain fall, soil fertility etc. The crops can be easily infected by bacteria,
viruses and fungi. Farmers can use suitable pesticides and herbicides for
preventing diseases and increasing the quality of the product. Detection of
plant diseases at an early stage will be beneficial since the disease can be
controlled. In few countries the farmers don’t have enough knowledge or the
required facility to contact the experts. Existing methods for detection of
plant diseases is visual observation of the affected leaf patterns by the ex-
perts, But it requires a large expert team. In such situations an automated
plant disease monitoring system will be very useful. By comparing the plants
leaf’s in the farm land with the plant leaf disease symptoms(samples) in the
database through automation will be cheaper.

1.2 Motivation

The motivation for doing this project was basically because of our mutual
interest in digital image processing domain. The topic in this domain was
basically chosen to build a system which can be readily available to the farmers
and agricultural communities. By choosing this project, it will give us deep
insight on how the different image processing algorithms work in MATLAB
and how the new techniques provide better accuracy and results
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1.3 Objectives

• To obtain data set of healthy and diseased cotton leaf images (200 im-
ages).

• To segment(affected and unaffected part) and reduce the noise in the leaf
image.

• To extract features from the affected area to train the classifier.

• To classify the type of disease.

• To measure the percentage of disease spread and the amount of pesticide
required to stop the disease from growing further.

• Comparing two classifiers to see which works efficiently and which gives
better results.

1.4 Expected Outcomes

• The proposed system will be beneficial for farmers to identify the type
of disease and exact amount of pesticide required to cure it.

• This system is also beneficial for agricultural students and various bio-
logical authorities to examine diseases on cotton plants.

• Multinational pesticide companies can make use of this system to pro-
mote their pesticides for disease control.

• The database of this system can be made readily available for further
research work in cotton crops.

1.5 Organisation of the report

• Chapter 2 includes Literature survey of the project wherein various meth-
ods of segmentation and classification techniques used are discussed.

• Chapter 3 includes the block diagram of the proposed system. Various
blocks are discussed and their method of implementation is proposed.

• Chapter 4 includes the expected results of each block explained in chapter
3.
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• Chapter 5 includes result analysis of the developed system, conclusion
and future scope of the project.

• Chapter 6 includes the IEEE papers and a few references from Research
Gate which were a prerequisite to analyze our system before the devel-
opment phase.
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Chapter 2

2 Literature Survey

2.1 Introduction

This chapter highlights the study of different methods carried out for segmen-
tation of the image and types of classifiers. It also describes the traditional
methods used for detection of disease.

2.2 Types of segmentation algorithm and classifiers

In recent years, image processing techniques are used in various fields such
as agriculture, biomedical, space research etc. The identification of plant in-
fection using traditional methods are naked eye observation and microscopic
evaluation by experts. For achieving this, continuous monitoring of plant as
well as large team of experts is required, which becomes costly in case of large
farms. At the same time it becomes time consuming to contact experts. Im-
age processing techniques are used for fast and accurate detection of various
plant diseases. The steps involved in detection of the leaf infection includes
Image Acquisition, Image Pre-Processing, Segmentation, Feature Extraction,
Classification. The accuracy of the system depends upon the type of method
used for disease detection. The existing system for detection and classifica-
tion of plant disease includes, Piyush Chaudhary[1] introduced a method for
detection of heterosporium leaf spot disease in iris leaf In this system otsus
threshold method is used to segment the disease spot from the leaf, Kyamelia
Roy[2] has studied image segmentation methods using canny edge detection
and marker based segmentation. Pranjali B. Padol [3] has used k means clus-
tering algorithm with svm classifier to detect and classify downy mildew and
powdery mildew on grape leaf. The proposed system uses k means clustering
algorithm for image segmentation and Ann classifier to classify the types of
disease such as Anthracnose, Bacterial Blight and Cercospora leaf spot on a
cotton leaf.
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Chapter 3

3 Design of proposed system

3.1 Introduction

This chapter illustrates the proposed system architecture, the system archi-
tecture consists of block diagram and the description of each block.

3.2 Block Diagram of the proposed system

(a) fig 3.2.1

3.3 Working of the project

1. Image Acquisition

• In the first stage a dataset containing 200-250 images of cotton leaves
are taken using a digital camera.
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• These images are acquired by visiting agricultural fields, agricultural
colleges and botanical gardens to create a database.

2. Image Pre - processing

• Image pre-processing improves the quality of the image by removing
noise.

• In this stage resizing of the image to 256*256 is done, Image enhance-
ment is performed, gray scale and HSI of the image is generated for
further computation

3. Image Segmentation

• Image Segmentation is a technique of partitioning an image into
multiple segments. The goal of Image segmentation is to simplify
or to change the representation of an image into something easier to
analyze.

• It is the process of partition the image carrying similar characteris-
tics(Pixel Intensity) and assigning label to them.

• The number of partitions depends upon the user’s demand.

3.4 Types of segmentation techniques

• Otsus Thresholding -In This Technique Histogram Equalisation of
the image is taken to find the mid point between the higher and
lower pixel intensity values,If the histogram equalisation of the image
is linear throughout the entire pixels ,mid point is not formed and
the required segmented results cant be obtained.

• Edge Detection method - It is a Discontinuity Detection based ap-
proach,In this technique abrupt changes in intensity values are de-
tected and segmentation is obtained, If too many edges occur in the
image this technique is not suitable to provide desired results.

• Color Based Segmentation - In this Technique based on color varia-
tions the image is segmented, It is not suitable for an image having
multiple diseases.
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• k means clustering - In this technique the image is segmented based
on the concept of centroids and the image is segmented when the re-
quired convergence is reached,Selection of initial centroid is random
and selection of optimal number of clusters is difficult.

3.5 k means clustering

Clustering is a method in which large set of data is grouped into smaller sets
of clusters of similar data. This is done by using the Euclidean distance metric,
User should select the value of k. k means the number of clusters/groups.

(a) fig 3.5.1 k-means segmentation

3.6 Properties of k-means clustering algorithm:

• There is k number of clusters.

• There is one centroid in each of the given cluster

• The clusters will never overlap with each other

• Each element of a single cluster is nearer to its own cluster than any
other cluster.

PVG’s COET Electronics and Telecommunication,2019-20 16



3.7 Feature Extration

[5]Gray Level Co-occurrence matrix (GLCM) is a statistical method of
investigating texture which considers the relationship among pixels. In the
proposed technique four features are extracted which include energy, contrast,
correlation.

(a) Table 3.7.1 Feature Extraction
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Classifier

3.8 SVM Classifier

• The classification technique is used for both training and testing process.
This is the last stage of the system, The features extracted from training
leaves are compared with features extracted from testing leaves. Then
the image is classified in a specific class based on the matched features.

(a) fig 3.8.1 SVM(17)

1. Linearly Separable Data

• SVM or Support Vector Machine is a linear model for classification
and regression problems. It can solve linear and non-linear problems,
and work well for many practical problems and give solutions. The
idea of SVM is simple, The algorithm creates a line or a hyperplane
which separates the data into classes.

• SVM is an algorithm that takes the data as an input and outputs a
line that separates those classes if possible.

PVG’s COET Electronics and Telecommunication,2019-20 18



(a) fig 3.8.2 Linearly Separable Data(17)

• We have two candidates here, the green colored line and the yellow
colored line.The green line in the image above is quite close to the red
class. Though it classifies the current datasets it is not a generalized
line and in machine learning our goal is to get a more generalized
separator.

• According to the SVM algorithm we find the points closest to the
line from both the classes.These points are called support vectors.
Now, we compute the distance between the line and the support
vectors. This distance is called the margin. Our goal is to maximize
the margin. The hyperplane for which the margin is maximum is
the optimal hyperplane.

• Thus SVM tries to make a decision boundary in such a way that the
separation between the two classes(that street) is as wide as possible.

2. Non Linearly Separable Data

• This data is clearly not linearly separable.But, this data can be con-
verted to linearly separable data in higher dimension. Lets add one
more dimension and call it z-axis. Let the co-ordinates on z-axis be

PVG’s COET Electronics and Telecommunication,2019-20 19



(a) fig 3.8.3 Linearly Separable Data(17)

governed by the constraint,z = x+y. So, basically z co-ordinate is
the square of distance of the point from origin.

• Now the data is clearly linearly separable. Let the purple line sepa-
rating the data in higher dimension be z=k, where k is a constant.
Since, z=x+y we get x + y = k; which is an equation of a circle. So,
we can project this linear separator in higher dimension.

(a) fig 3.8.4 Non Linearly Separable Data(17)
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3.9 ANN Algorithm

• ANN is a tool which works as a human brain, Human brain has neurons
which shoots signal to other neurons.

• Artificial Neural Networks can be best described as the biologically in-
spired simulations that are performed on the computer to do a certain
specific set of tasks like clustering, classification, pattern recognition etc

(a) fig 3.9.1 ANN(18)

• Input layer: The Input layers contain those artificial neurons (termed as
units) which are to receive input from the outside world. This is where
the actual learning on the network happens, or recognition happens else
it will process.

• Output layer: The output layers contain units that respond to the infor-
mation that is fed into the system and also whether it learned any task
or not.

• Hidden layer: The hidden layers are mentioned hidden in between input
layers and the output layers. The only job of a hidden layer is to trans-
form the input into something meaningful that the output layer/unit can
use in some way..

• Most of the artificial neural networks are all interconnected, which means
that each of the hidden layers is individually connected to the neurons
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in its input layer and also to its output layer leaving nothing to hang in
the air.

• This makes it possible for a complete learning process and also learning
occurs to the maximum when the weights inside the artificial neural
network get updated after each iteration.

• Artificial Neural Networks can be best viewed as weighted directed graphs,
where the nodes are formed by the artificial neurons and the connection
between the neuron outputs and neuron inputs can be represented by
the directed edges with weights.

• The Artificial Neural Network receives the input signal from the external
world in the form of a pattern and image in the form of a vector. These
inputs are then mathematically designated by the notations x(n) for
every n number of inputs.

• Each of the input is then multiplied by its corresponding weights (these
weights are the details used by the artificial neural networks to solve
a certain problem). In general terms, these weights typically represent
the strength of the interconnection amongst neurons inside the artifi-
cial neural network. All the weighted inputs are summed up inside the
computing unit(another artificial neuron)

• If the weighted sum equates to zero, a bias is added to make the output
non-zero or else to scale up to the system’s response.

• Bias has the weight and the input to it is always equal to 1.

• Here the sum of weighted inputs can be in the range of 0 to positive
infinity. To keep the response in the limits of the desired value, a certain
threshold value is benchmarked. And then the sum of weighted inputs
is passed through the activation function.

• The activation function, in general, is the set of transfer functions used
to get the desired output of it. There are various flavors of the activation
function, but mainly either linear or non-linear sets of functions. Some
of the most commonly used set of activation functions are the Binary,
Sigmoidal (linear)
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• The output of the binary activation function is either a 0 or a 1. To
attain this, there is a threshold value set up. If the net weighted input
of the neuron is greater than 1 then the final output of the activation
function is returned as 1 or else the output is returned as 0.

• Every neuron is connected with other neuron through a connection link.
Each connection link is associated with a weight that has information
about the input signal, the weight usually excites the signal that is being
communicated.

• The neurons are passed through activation functions which creates a
threshold. ANN tool also has a back propagation process, this process
is used to reduce the errors.

3.10 Calculation of The Diseased Part

As the segmentation has been achieved in earlier stage, and the label has
been assigned to affected and unaffected part, we now take the binary trans-
form of these segmented image to calculate the percentage of disease spread.

• To calculate the WPu and BP1 of the unaffected part of the leaf and to
calculate total pixel we add both the values.

• To calculate the WPa and BP 2 of the affected part of the leaf and to
calculate total pixel we add both the values.

• Total pixel of leaf area is obtained by Pl=WPa + WPu.

• Total percentage of affected pixels can be obtained by following formula
Pa= (WPa/Pl) *100.

3.11 Proposed Design of Graphical User Interface

• The GUI or Graphical user interface gives the user ease of operation
when handling the system.

• The graphical user interface will allow the user to browse through the 50
set of testing images.

• The GUI will allow the user to perform image Pre-processing, segmenta-
tion, plotting of the extracted features on X-Y scale and classification of
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the type of the disease along with amount of disease spread in percent-
age.

(a) fig 3.11.1 GUI
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Chapter 4

4 Simulation and testing

4.1 Introduction

This section comprises of observations and output of system design stages
which includes Image pre-processing, image segmentation, feature extraction
and classification.

4.2 Image Pre-processing

(a) fig 4.2.1 Resized Image

(a) fig 4.2.2 median filter on resized im-
age
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4.3 Segmentation Of the Diseased part

(a) fig 4.3.1 cluster 1 (b) fig 4.3.2 cluster 2

(c) fig 4.3.3 cluster 3

Figure 1: Image segmentation using k-means on diseased leaf
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(a) fig 4.3.4 cluster 1 (b) fig 4.3.5 cluster 2

(c) fig 4.3.6 cluster 3

Figure 2: Image segmentation using k-means on healthy leaf
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4.4 Calculation of the Diseased Part

(a) fig 4.4.1 infected part (b) fig 4.4.2 healthy part

(c) fig 4.4.3 Percentage of disease
spread
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4.5 Image Segmentation of The Diseased Part Using Color Image
Segmentation

(a) fig 4.5.1 YCbCr image (b) fig 4.5.2 Cb plane

(c) fig 4.5.3 Cr plane

(a) fig 4.5.4 Binary image of seg-
mented part

(b) fig 4.5.5 Colour image of seg-
mented part
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4.6 Extracted Features

(a) fig 4.6.1 Plotting the extracted features on X-Y scale (b) fig 4.6.2 Values of extracted
features

(a) fig 4.6.3 Plotting the extracted features on X-Y scale (b) fig 4.6.4 Values of ex-
tracted features
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4.7 Experiment

(a) fig 4.7.1 Values of extracted features of 10 healthy and 10 infected leaf images stored in a CSV
file with one healthy and one infected features of leaf image for testing

(a) fig 4.7.2 Neural network nntool (b) fig 4.7.3 Result of the nueral
network
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4.8 Classification of the type of Disease

(a) fig 4.8.1 Predicted disease is healthy (b) fig 4.8.2 Predicted disease is early blight

(a) fig 4.8.3 GUI template
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Chapter 5

5 Results analysis and conclusion

5.1 Introduction

This section contains the result, analysis, conclusion and future scope of the
designed system.

5.2 Result analysis

• The pre processing stage consists of converting the trained data set to a
size 250 * 250. to reduce the high frequency components in the image ,
median filter was applied to the image.

• Image segmentation was carried using k- means segmentation algorithm,
3 centroids(clusters) were taken to segment the image. Due to the draw-
backs of k means algorithm everytime the centroids altered as builtin k
means function was used to segment the image.an alternative to k means
is colour image segmentation using YCbCr color modelwhich is used for
further analysis.

• The features for instance Contrast,Dissimilarities,Energy,Entropy,Homogeinity
were extracted from the infected part of the image.

• The extracted features were used to classify the type of disease.

5.3 Conclusion

Plant Disease Detection and classification can be categorized into four dif-
ferent sections: Image pre-processing,Image Segmentation,Feature Extraction
and Image Classification.K means Segmentaion along with Color Image Seg-
mentation using YCbCr color model was implemented.It can be concluded
that the algorithms and the extracted features used in the proposed system
are all meant to increase the efficiency of the system to achieve better re-
sults.k means segmentation gives the promising results.For the segmentation
of the diseased part as compared to Color Image Segmentation.as an exper-
iment 10 healthy and 10 infected tomato leaf images were used to train the
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nntool present in the matlab, 5 testing images were taken to classify if the
plant was healthy or diseased.Of the two classification methods used,It was
found Artificial Neural Network to have a higher classification accuracy as
compared to Support Vector Machines.This System can be trained to classify
different diseases found in different plants,Since the extracted features will
have different values for different diseases.

5.4 Future scope

In the future one may use a more diverse dataset to increase the classi-
fication accuracy,another approach to improve the result is to extract more
features from the infected part which will drastically improve the accuracy of
the neural network, This System can be implemented to detect other kinds
of diseases on different plants as well.
The project can be further extended to determine the amount of pesticide
required to cure the disease which would most likely require a dataset on
pesticides,The system can be implemented in real time by integrating the
MATLAB software with a camera which will be continously taking snapshot
of the plant with an interval of more than a minute give time for the neural
network to classify the disease.
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Chapter 7

7 Appendix

7.1 Minimum system requirements

1 Software requirements

• MATLAB 2019b.

• Database: database collected from kaggle.

• Latex software.

2 Hardware Requirements:

• Intel Dual Core Dual processor or advanced version

• Minimum 4GB of RAM

• Minimum 20GB of Hard disk space

7.2 Technical Reference Manual

Installing MATLAB is required for the implementation of this system.Licensed
version of the software is obtained from the official MATLAB website. We
need to follow the instructions given in the manual for installing and running
the software smoothly.
All images loaded must be of desired format (JPG),and must not exceed 250
* 250 dimension.
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